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ABSTRACT

In this paper, we propose to improve end-to-end (E2E) spo-
ken language understand (SLU) in an RNN transducer model
(RNN-T) by incorporating a joint self-conditioned CTC au-
tomatic speech recognition (ASR) objective. Our proposed
model is akin to an E2E differentiable cascaded model which
performs ASR and SLU sequentially and we ensure that the
SLU task is conditioned on the ASR task by having CTC self
conditioning. This novel joint modeling of ASR and SLU
improves SLU performance significantly over just using SLU
optimization. We further improve the performance by align-
ing the acoustic embeddings of this model with the semanti-
cally richer BERT model. Our proposed knowledge transfer
strategy makes use of a bag-of-entity prediction layer on the
aligned embeddings and the output of this is used to condition
the RNN-T based SLU decoding. These techniques show sig-
nificant improvement over several strong baselines and can
perform at par with large models like Whisper with signifi-
cantly fewer parameters.

Index Terms— Spoken language understanding, RNN
transducers, CTC, knowledge transfer.

1. INTRODUCTION

End-to-end spoken language understanding (E2E SLU) is the
task of extracting semantic entities from a spoken utterance’s
acoustic signal instead of first transcribing it. While the latter,
cascaded modeling, has been the traditional approach, E2E
SLU has become very popular recently, primarily due to its
abilities to bypass the harmful cascading effects of ASR er-
rors and of using a smaller sized model. While large language
models (LLMs) have become extremely powerful language
understanding agents in the recent past, they are not robust
to ASR errors [1]. Therefore, for SLU, building-in ASR ro-
bustness into models has been an area of active research, with
E2E modeling being one of the solutions.

In this paper, we focus on RNN transducer (RNN-T)
based E2E SLU. RNN-T was proposed as a recurrent neural
network (RNN) based autoregressive ASR model [2]. With
the development of sequence encoding models like trans-
formers and conformers [3, 4], the RNN is usually switched

with these more powerful speech encoders. However, we still
refer to these models as RNN-Ts in this paper.

Compared to attention based encoder-decoder models
(AED) for ASR [5], RNN-T has the added benefit of being
able to process streaming speech while being autoregressive
and thus having an implicit language modeling capacity. This
makes it a popular choice for ASR modeling in many in-
dustrial applications, especially long-form ASR. Thus, many
large-scale ASR models are RNN-T based and SLU adapta-
tion is done by using these as seed models. Our proposed
approaches in this paper, thus use RNN-T as a base speech
processing system. However, it is worth noting that these
approaches can be extended to AED based models as well.

In this work, we propose a joint ASR-SLU modeling ap-
proach for improving downstream SLU performance. The
SLU task is modelled using an RNN-T objective conditioned
on the ASR output of the model, which in turn is modelled
as a CTC objective [6]. To make this model E2E differen-
tiable and single-pass during inference, we use the recently
proposed self-conditioned version of the CTC loss [7]. In-
stead of conditioning the RNN-T based SLU loss on the ASR
decoding of the model, we condition it on the CTC align-
ment emission probabilities which serves as a soft decode.
We show that this approximation works well in practice. The
formulation of this approach is presented in section 3.

Recent advances in E2E SLU have shown that knowledge
can be transferred from LLMs into speech encoders in a fine-
grained manner which leads to semantically richer speech
representations which in turn improves SLU performance
[8]. In this work, we further improve SLU performance by
incorporating this knowledge transfer (KT) technique and
propose a novel extension to this idea by incorporating an
auxiliary prediction of bag-of-entities present in an utterance.

In particular, we propose to incorporate a bag-of-entities
prediction layer into our model. The soft prediction from this
layer is added into the RNN-T joint network which acts as a
soft prior on the prediction. This helps the RNN-T predic-
tion network perform an informed decoding of the slots and
values thus improving performance. A detailed and formal
description of this is provided in section 3.4.

We highlight the following novel contributions in this
work. First, we propose a fully E2E and differentiable cascad-
ing of ASR and SLU by incorporating self-conditioned CTC



based ASR objective into a transducer based SLU model.
While this has been explored for ASR and speech translation
tasks, we are the first to introduce this into an E2E SLU model
to the the best of our knowledge. Second, we improve pre-
viously proposed LLM-based knowledge transfer techniques
[8, 9] by incorporating conditioning of the transducer decoder
over bag-of-entities prediction.

In the next section, we provide a literature review on the
topic. Section 3 is the formulation of the problem and de-
tails our approach to it. Next, in section 4 we go through
our implementation details, present our results and provide a
thorough quantitative and qualitative analysis of our findings.

2. RELATED WORK

Cascaded ASR-NLU: Most research in ASR and natural
language understanding (NLU) has advanced in a somewhat
disjoint manner. While NLU models have made remarkable
progress over the years, they still greatly underperform in
the presence of ASR errors [10, 11, 1]. Thus, a lot of work
has focused on building interfaces between ASR and NLU.
Along these lines, Raju et al. [12] explore ways of stitching
together ASR and NLU systems and Seo et al. [13] build an
interface for E2E training of large speech and language mod-
els. Arora et al. [14] build an E2E ASR-NLU model where
the NLU submodel is connected with the ASR submodel by
a cross-attention mechanism.

E2E SLU: Over the years, perhaps the most popular
design choice for E2E SLU has been to pretrain an encoder-
decoder based ASR model and then adapt this model for SLU
in an E2E manner. Kuo et al. [15] train an E2E attention
based model and study how these models can be adapted
to new SLU domains without any ASR domain adaptation.
RNN-T based E2E SLU models have similarly been devel-
oped [16, 17]. Recently, scaling these models with large
amounts of data for ASR pretraining and SLU adaptation
has shown promise for the task [18, 19]. Self-supervised
speech models without ASR adaptation have also shown a
great capability to perform E2E SLU [20].

Auxiliary CTC for speech tasks: The connectionist
temporal classification (CTC) [6] is a non-autoregressive se-
quence tagging objective primarily used for E2E ASR. One
of the many benefits of CTC is that it does not need additional
parameters to be trained except a classification layer. There-
fore, for speech tasks, having an auxiliary CTC objective can
help speech align with the corresponding transcript without
needing too many excessive parameters. This advantage was
utilized to improve the attention-based ASR model by Kim
et al. [21]. A similar use of the CTC objective [22] shows
its advantage in text-to-text and speech-to-text translation.
Furthermore, recent work has also shown the effectiveness of
CTC objectives for massive multilingual ASR by having an
intermediate CTC predict the language ID [23].

For SLU, Wang et al. [24] show that auxiliary CTC

improves intent recognition performance in pretrained self-
supervised models. However, their model does not use self-
conditioning on intermediate CTC emissions.

Knowledge transfer for speech tasks: With the advent
of large language models, techniques have emerged to trans-
fer their expertise gained through large scale training into
speech models. Work by Sunder et al. [25, 9, 8, 26] show how
embedding-level alignment can be achieved between speech
and text using contrastive learning. Huang et al. [27] also
proposed an alignment strategy between speech and BERT
embeddings for better speech understanding. Even ASR per-
formance has shown significant improvements with similar
knowledge transfer strategies [28, 8].

3. PROBLEM FORMULATION

In the below formulation, we use the following notations: Let
the speech be represented by X = [xt ∈ Rd|t = 1, .., TX ]
where xt is a speech frame at time t. Next, let the sequence
of SLU tags be S = [si ∈ VS |i = 1, .., TS ] where si is an
SLU tag from the set of SLU tag vocabulary VS . Similarly,
the transcript of X is Y = [yi ∈ VY |i = 1, .., TY ] where yi is
the token from the set of vocabulary VY .

3.1. Background on RNN transducers

RNN transducers are autoregressive speech-to-text models
that learn an alignment of length TX + TY between speech
and text. When used for E2E SLU, they learn an alignment
of length TX + TS between speech and SLU tags. In general,
given alignment A, RNN-T estimates P (Y |X) as,

P (Y |X) ≈
∑

A∈B−1
rnnt(Y )

P (A|X)

≈
∑

A∈B−1
rnnt(Y )

TX+TY∏
t=1

P (at|y1..t′ , X)

Here, Brnnt(A) is a collapsing function that converts A to Y ,
B−1
rnnt(Y ) is the corresponding one-to-many mapping from Y

to A and y1..t′ = Brnnt(a1..t−1). The RNN-T uses a tran-
scription network to encode the speech X , a prediction net-
work to encode the token sequence y1..t′ and a joint network
that combines the two to estimate P (Y |X).

3.2. Background on Self-Conditioned CTC

Self-conditioned CTC [7] was proposed to improve CTC-
based ASR models by having intermediate CTC objectives in
neural network layers and adding the prediction of these in-
termediate layers into higher layers. The model thus performs
iterative prediction refinements across layers and this relaxes
the conditional independence assumption among predicted
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Fig. 1. A sequence of L conformer layers serve as the tran-
scription network. After every other conformer layer, we have
an intermediate CTC loss with self-connections.

tokens in CTC. More formally, for a CTC alignment A and a
collapsing function Bctc, CTC estimates,

P (Y |X) ≈
∑

A∈B−1
ctc(Y )

P (A|X)

≈
∑

A∈B−1
ctc(Y )

TX∏
t=1

P (at|X)

Notice that unlike RNN-T, CTC is non-autoregressive. To
relax this, SCTC makes the following change,

P (Y |X) ≈
K∏
i=1

∑
Ai∈B−1

ctc(Y )

TX∏
t=1

P (ait|X,Zi−1)

Zi = Linear1i (Softmax(Linear2i (Conformeri(Xi−1 + Zi−1)))︸ ︷︷ ︸
Emissions from the ith CTC layer

)

Here, we assume that there are K intermediate CTC layers
and the emissions from each is used to compute the emissions
from the next. Conformeri refers to a sequence of conformer
layers upto the ith CTC, Xi is the conformer output where
the ith CTC is present and Z0 = 0.

3.3. Proposed joint ASR and SLU modeling

The E2E SLU task consists of predicting a sequence of en-
tities from the acoustics of a spoken utterance. We model
the sequence of entities as a sequence of slots and values.
For example, in the utterance, ”how cold is it outside to-
day”, from the SLURP dataset, the SLU tag is represented as:
IN-weather query cold b-weather descriptor
today b-date. Here, the first token is always the intent.

Let AY be a valid CTC alignment between Y and X , and
Bctc be the collapsing function that converts AY to Y . In the

same way, AS is a valid RNN-T alignment between S and X
and Brnnt is the corresponding collapsing function.

In this work, we train a model to maximize the likelihood
of the joint distribution, P (Y, S|X). This is modelled as,

P (Y, S|X) = P (S|Y,X)P (Y |X)

≈
∑

AS∈B−1
rnnt(S)

∑
AY ∈B−1

ctc(Y )

P (AS |AY , X)P (AY |X)

The above likelihood is difficult to compute during train-
ing and would require a two-pass decoding strategy during in-
ference. Instead, we make the above likelihood tractable and
one-pass by using the SCTC model. Following from section
3.2, we rewrite the above likelihood as,

P (Y, S|X) ≈
∑
AS

P (AS |ZK , X)︸ ︷︷ ︸
PRNNT−SLU

K∏
i=1

∑
Ai

Y

P (Ai
Y |X,Zi−1

︸ ︷︷ ︸
PSCTC−ASR

)

In PRNNT−SLU, ZK is the emission from the last CTC layer
and Zi is defined in section 3.2. This serves as a soft pre-
diction and a proxy for AY . ZK is simply added to the last
conformer output before going into the joint network, thus
the final output of the transcription network is XL + ZK .
PSCTC−ASR is exactly the SCTC likelihood defined in section
3.2. The joint loss function can be defined as,

LJNT = −λlog(PRNNT−SLU)− (1− λ)log(PSCTC−ASR)

= λLRNNT−SLU + (1− λ)LSCTC−ASR
(1)

An overview of the model is shown in figure 1. Let the
output from the L layer transcription network be H = XL +
ZK which is a sequence of vectors, H = [ht ∈ R768|t =
1, .., TX ]. The output from the prediction network, modeled
as a single layer LSTM, is G = [gu ∈ R1024|u = 1, .., TS ].
Then, PRNNT−SLU is computed using dynamic programming
from the emissions, P (.|ht, gu), from the RNN-T which is
modelled using a joint network as,

P (.|ht, gu) = Softmax(Wouttanh(Wencht +Wpredgu + b))

Here, Wout ∈ R|VS |×256, Wenc ∈ R256×768, Wpred ∈
R256×1024 and b ∈ R256 are learnable parameters.

3.4. Proposed knowledge transfer

We propose to further improve the above model by transfer-
ring knowledge from a large language model. In this paper,
we employ BERT1, but our method is applicable to any LLM.
For this, we utilize a method proposed by Sunder et al. [8]
and extend it further for improved performance.

Our method comprises of two stages. In the first stage, an
ASR pretraining is conducted with knowlege transfer (KT)
from BERT. We adapt this model for SLU in the second stage
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Fig. 2. ASR pretraining with knowledge transfer. The tran-
scription network is the same as figure 1. Both RNN-T and
SCTC losses are computed against the transcription.

using a novel bag-of-entities prediction loss.

ASR Pretraining with KT (figure 2): In this stage, we seek
to transfer the knowledge from BERT into the speech encoder.
The transcript Y is fed to BERT to generate a sequence of em-
beddings BY ∈ RT

′
Y ×768 which acts as the teacher signal. A

student signal, BX ∈ RT
′
Y ×768, is generated from the speech

encoder using an attention mechanism as,

BX = Attention(Embedding(Tokenize(Y )), H)

Here, Embedding(Tokenize(.)) operation is the same as
BERT. BX is now aligned with BY using a contrastive loss,

LALIGN = −
τ

2b

b∑
i=1

( log
exp(sii/τ)∑b

j=1 exp(sij/τ)
+ log

exp(sii/τ)∑b
j=1 exp(sji/τ)

)

BY and BX across a batch are row-wise concatenated such
that BY and BX are now ∈ Rb×768, where b is the sum of
all sequence lengths in a batch and sij refers to the cosine
similarity between the ith and jth rows of BY and BX . The
final pretraining loss is defined as,

LASR−KT = λLRNNT−ASR + (1− λ)LSCTC−ASR + αLALIGN

(2)

During pretraining, RNN-T loss is computed against the tran-
scriptions, not the SLU tags. We set λ = 0.5, α = 1.0 and
τ = 0.07. Note that the SCTC component is also used here.

SLU adaptation with KT (figure 3): Pretraining with KT
as explained above makes the conformer encoder seman-
tically rich. Furthermore, the attention layer can produce
embeddings which are close to BERT embeddings. To
make use of the attention layer during inference, we uti-
lize the [CLS] embedding as the attention query during

1https://huggingface.co/bert-base-uncased
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Fig. 3. SLU adaptation with knowledge transfer. After the
ASR pretraining step in figure 2, the model is adapted for SLU
where the utterance level representation from the Attention
block is utilized for predicting the bag-of-entities and is added
to the joint network as in equation.

SLU adaptation. The [CLS] embedding is an utterance
level representation which is close to BERT’s [CLS] em-
bedding. In the acoustic domain, we call this x[CLS], i.e.
x[CLS] = Attention(Embedding([CLS]), H).

Similar to Sunder et al. [8], we integrate x[CLS] into the
joint network of the RNN-T model. In addition, we pro-
pose a simple yet novel approach of providing a soft signal
to the RNN-T decoder about the slot mentions in the SLU
tag. For example, the SLU tag, IN-weather query cold
b-weather descriptor today b-date, has the follow-
ing slots: [IN-weather query, weather descriptor,
date]. We have an auxiliary classification layer after the
attention layer which predicts this set as a multi-hot, bag-of-
entities (BOE) vector, YBOE, as shown below,

PBOE(.|X) = Softmax(Linear(x[CLS]))

LBOE = −log(PBOE(YBOE|X))

Here, YBOE is the ground truth, L-1 normalized representation
of the multi-hot representation described above.

Finally, we update the joint network equation as follows,

γ = σ(Whht +Wggu + b′)⊙ (WbPBOE(.|X) +Wcx[CLS])

P (.|ht, gu) = Softmax(Wouttanh(Wencht +Wpredgu + b+ γ))

(3)

Here, γ is the auxiliary information from the predicted bag-
of-entities and the utterance-level representation, x[CLS]. The
sigmoid gate, σ(.) controls this information as a function of
the current position (t, u) in the RNN-T trellis. The RNN-T
loss is now computed from the above emission probability.
We call this loss LCLS, BOE

RNNT−SLU.
The loss function of the SLU adaptation is given as,

LJNT−KT = λLCLS, BOE
RNNT−SLU + (1− λ)LSCTC−ASR + βLBOE

(4)

Here, λ = 0.5 and β = 0.1.



4. EXPERIMENTS AND RESULTS

4.1. Experiment settings

Model details: For our speech encoder, we use a 6-layer
conformer with 768 hidden units and 12 attention heads.
The prediction network is a 1-layer LSTM with 1024 hidden
units. Our tokenization strategy is a simple character-based
tokenization for ASR. For SLU, we treat the intent labels and
slot labels as additional tokens to our ASR vocabulary, with
the slots being tokenized at the character level.

We also utilize SpecAugment [33] and sequence noise in-
jection [34] as regularization strategies. We obtain sequences
of 40 dimensional log-mel filterbank (LFB) features from
speech resampled at 8kHz. We also add ∆ and ∆2 coeffi-
cients to the LFB features and stack two consecutive frames,
skipping every other frame resulting in a feature dimension
of 240 which gets fed into the conformer.

Data: As a first step, we train the above model on the
2000-hour Fisher dataset with the ASR objective. This con-
sists of a combination of LRNNT−ASR and LSCTC−ASR. Our
SLU models were initialized with this pretrained ASR model.

For SLU, we perform experiments on the SLURP [35],
which is a speech dataset with both ASR and SLU labels. It
contains 84 hours of speech data in the training set and 6.9
hours and 10.2 hours of data in the dev and test set respec-
tively. For evaluation, we use the metrics proposed in [35].

4.2. Discussion on results

The main results of our experiments are shown in table 1. We
also include the latest published results on the SLURP SLU
task for comparison. Rows (1) and (2) are the baselines with-
out the proposed joint ASR, SLU setup. Note that all results
that follow (rows (3) to (7)) give better SLU performance.
All the proposed models are pretrained for ASR on the Fisher
2000 hour dataset using LSCTC−ASR + LRNNT−ASR.

Effect of SCTC: Rows (3) and (4) show the result of in-
cluding an auxiliary SCTC-based ASR loss for RNNT-based
SLU as formulated in section 3.3. We note a significant
improvement in slot-filling performance. We note that even
without an ASR finetuning step on SLURP, directly adapting
the model for SLU gives an improved performance (row (3)).
This may be because the SCTC-based ASR objective takes
care of the acoustic domain adaptation and ”informing” the
decoder about the entities present. However, we also no-
tice that the intent prediction accuracy does not undergo a
significant change. Since good intent prediction depends on
a good utterance-level representation, we use our proposed
integration of the utterance-level x[CLS] vector for the same.

Analysis of the proposed KT mechanisms: Rows (5),
(6) and (7) show the results of the proposed KT-based ASR
pretraining and SLU adaptation in section 3.4. In row (5), we
finetune the model for ASR using LASR−KT defined in equa-
tion 2 and adapt it for SLU using LJNT (equation 1). We do not

observe an improvement in performance from the KT based
pretraining. However, when we ASR-finetune the model with
LASR−KT and adapt it for SLU by incorporating KT into the
SLU framework, as shown in row (6), we see improvements
across the board. We note that as x[CLS] is now semantically
rich with the KT based pretraining, it leads to better entity
extraction and intent prediction. Thus, even without the BOE
component, the performance improves, as shown in row (6).

Row (7) shows our best performing model when ASR-
fintuned using LASR−KT (equation 2) and SLU-adapted using
LJNT−KT (equation 4). The prediction (LBOE) and integration
(equation 3) of the bag-of-entities information serves as an ef-
fective prior over the intent and slots present in the utterance.

From rows (5) and (6), we see that the KT incorporation
improves recall but degrades precision. Having the BOE com-
ponent recovers the precision by avoiding the false positives
in a better way and serving as an effective regularization.

Comparing with previous models: When comparing
with previously reported results on SLURP, our model comes
close to Whisper’s SLU performance and is second only to
NeMo-Large. It is worth noting that the above version of
Whisper is pretrained on a very large amount of data with
the ASR objective and has close to 800 million parameters.
NeMo-Large is also pretrained on roughly 25,000 hours of
speech. Compared to this, our model utilizes 2,000 hours
of pretraining data. Furthermore, the proposed SCTC-based
joint training can be easily integrated with the above large
industrial-scale models. Also, note that using the proposed
techniques, we are able to outperform HuBERT-Large based
SLU which is about 3 times larger than our models.

An analysis on SCTC objectives: The proposed joint
training in equation 1 trained the SCTC layers using the
speech transcriptions as targets, i.e. SCTC was an ASR ob-
jective. However, we can also train SCTC across various
layers of the conformer using SLU tags as targets. Thus,
for our 6-layer conformer model with 3 intermediate SCTC
layers, we explore using SLU objectives as shown in table 2.

We observe that anytime we introduce an SLU objective
in any of the SCTC layers, the performance is degraded. The
performance is gradually improved as we incorporate ASR
until all SCTC layers are ASR objectives. We hypothesize
that the SLU task is difficult to perform non-autoregressively
and therefore using SCTC for SLU can give a soft predic-
tion which is noisy and may lead to cascading of errors. Fur-
thermore, the ASR objective in SCTC enables the model, in
a fully end-to-end differentiable way, to perform a cascaded
ASR-SLU processing of speech where the ASR can help the
SLU. The ASR itself benefits from layerwise iterations as in
SCTC and this helps autoregressive decoding of the SLU tags.

Alignments learnt by our model: Our proposed model
learns three levels of alignments between the speech input and
the utterance semantics. These are shown in figure 4. The first
is the alignment between the speech signal and the semantic
entities in the speech utterance which is learnt by the RNN-T.



Model Precision Recall SLU-F1 Intent-Acc

Previous models

CTI [13] - - 74.66 86.92
Sunder et al. [8] - - 76.96 87.95
Branchformer [29] - - 77.70 88.10
Arora et al. [30] - - 78.50 -
CIF [31] - - 78.67 89.60
HuBERT-Large† [20] 80.54 77.44 78.96 89.37
UniverSLU [18] - - 79.50 -
Whisper† [32] - - 79.70 -
NeMo-Large† [27] 84.31 80.33 82.27 90.14

Our baseline models

(1) ASR finetune RNN-T → SLU adapt RNN-T 79.22 71.24 75.02 85.92
(2) ASR finetune RNN-T w/ LALIGN → SLU adapt w/ LCLS

RNNT−SLU 79.88 73.95 76.80 87.95

Our proposed models (Joint ASR+SLU)

(3) No ASR finetuning → LJNT(1) 82.83 74.91 78.67 88.00
(4) ASR finetune w/ RNN-T + SCTC →LJNT(1) 82.01 75.50 78.62 87.89

Our proposed models (Knowledge transfer)

(5) LASR−KT(2) → LJNT(1) 82.07 74.71 78.22 87.90
(6) LASR−KT(2) →LJNT−KT w/o BOE component 81.65 76.67 79.02 89.20
(7) LASR−KT(2) →LJNT−KT(4) 82.12 77.22 79.59 89.68

Table 1. Our proposed models are first pretrained for ASR on the Fisher 2000 hour dataset using (LSCTC−ASR,LRNNT−ASR).
Then, these models are ASR finetuned on SLURP followed−−−−→

by
SLU adapted on SLURP. This is indicated by (...) → (...) using

different combinations of the proposed losses. † indicates that these models either use significantly more pretraining data or
significantly more parameters or both compared to our proposed models. All our models have ≤ 100 million parameters.
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Fig. 4. Alignment at different levels for a sample utterance
”how cold is it outside today”. Top: The RNN-T alignment
between the SLU tags and the speech, Middle: character-
level alignment at the last SCTC layer, Bottom: subword-level
alignment sfrom the attention layer during KT pretraining.

SCTC-1 SCTC-2 SCTC-3 Precision Recall SLU-F1 Intent-Acc

ASR ASR ASR 82.83 74.91 78.67 88.00

ASR ASR SLU 76.50 74.58 76.03 86.90
ASR SLU SLU 76.10 74.32 75.75 87.00
SLU SLU SLU 75.75 74.67 75.21 86.60

Table 2. Effect of using ASR/SCTC objectives on the three
intermediate SCTC layers of our 6-layer conformer model.

We see that the model emits the tokens when the correspond-
ing entity is mentioned. The middle part of the figure shows
the alignment obtained by the last CTC layer. The bottom part
shows the attention map of the wordpiece tokenization of the
utterance and the speech input in the Attention layer used for
knowledge transfer (figure 2).

5. CONCLUSION

This work presented a joint modeling approach for ASR and
SLU and showed that this joint modeling can help the SLU
task. We explicitly conditioned the output of the RNN-T
based SLU model on the output of the ASR model by using
a self-conditioned CTC objective. Further improvements in
SLU were proposed by using a fine-grained knowledge trans-
fer strategy from BERT embeddings into conformer based
acoustic embeddings. Future work should look at how this
model scales to large datasets and larger model sizes.
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